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Abstract. When people look at a face, they always build an affective subcon‐
scious impression of the person which is very useful information in social contact.
Exploring relationship between facial appearance in portraits and personality
impression is an interesting and challenging issue in multimedia area. In this
paper, a novel method which can build relationship between facial appearance
and personality impression is proposed. Low-level visual features are extracted
on the defined face regions designed from psychology at first. Then, to alleviate
the semantic gap between the low-level features and high-level affective features,
mid-level feature set are built through clustering method. Finally, classification
model is trained using our dataset. Comprehensive experiments demonstrate the
effectiveness of our method by improving 26.24 % in F1-measure and 54.28 % in
recall under similar precision comparing to state-of-the-art works. Evaluation of
different mid-level feature combinations further illustrates the promising of the
proposed method.

Keywords: Portrait · Affective subconscious impression · Personality · Mid-
level feature

1 Introduction

People could build impression including facial appearance and affective subconscious
impression at first sight. The facial appearance is respect to the person’s facial attributes,
such as her/his eye size, face shape, etc. The affective subconscious includes personality
impression primarily, e.g., “he is reliable”. Many classical and famous psychology
works have find that facial appearance correlated with impression of personality. How
to infer relationship between face appearance and personality impression becomes an
interesting and challenging problem in multimedia area, which can predict others’
personality by ‘reading’ their faces in artificial intelligence.

Some works in recent have focused on exploring relationship between visual patterns
and personality traits. Richard et al. have done some works to uncover the information
driving first impression of social traits judgments, such as trustworthiness or dominance,
using an attribute-based approach [1]. They create a quantitative model that can predict
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first impressions of previously unseen ambient images of faces from a linear combination
of facial attributes. This study shows that despite enormous variation in ambient images
of faces, a substantial proportion of the variance in first impressions can be accounted
for through linear changes in objectively defined features. Nie et al. presented a method
to infer personality impression from portrait [2]. They used features including back‐
ground, photograph color, person gender in portraits and focused on four personality
impression of the whole portrait. In our work, we focus on face area. Because the
appearance of face area is almost the same during ones’ whole life, but clothes, photo‐
graph background and so on are changeful.

In our previous work, we have found that using facial features can predict people’s
trustworthiness impression at first sight [3]. From a psychological perspective, we
propose novel personality-toward features combining eleven permanent facial features
and five transient facial features. All sixteen features are extracted from five main facial
features, consisting of eyebrow, eye, nose, mouth and face shape. For different facial
regions, we used different feature extraction methods, for example, Histogram of Gradi‐
ents (HOG) is used to describe eyebrow shape, and Euclidean Distance (ED) is used to
describe width of eyes. This work has provided theoretical and empirical insight into
finding relationship between facial appearance and trustworthiness impression. In this
work, we will further explore the relationship and consider more factors of extracted
features in previous work. For example, the dimension of different face regions descrip‐
tors are quite different (e.g. Scale-invariant Feature Transform (SIFT) descriptors has
127 dimensions, ED descriptors just has one dimension). We will settle the problem of
vastly different dimensions of each facial trait and semantic gap between the low-level
features and affective high-level features.

In this paper, we build a framework shown in Fig. 1 through proposing a new mid-
level feature set from low-level features using unsupervised learning method to find
relationship between facial appearance and personality impression. The mid-level
feature set with mid-semantic meaning contains important discriminative information
of each face region and maybe effectiveness for predicting personality impression.
Relationship between face features and personality impression is inferred by the mid-
level facial feature set through supervised learning method. First, we extract the low-
level features from face region as face local descriptors. Then we use unsupervised
feature learning algorithms translate local descriptors into a set of mid-level feature,
which can represent the face in portrait. After that, Support Vector Machine (SVM) [4]
is used to find relationship between face features and personality impression. In experi‐
ment section, we use K-fold cross-validation to verify the effective of our data set and
then compare the effectiveness of our method with other methods. Multinomial logistic
regression and Likelihood ratio test are used to compare the contribution of different
mid-level feature combination. Performance of clustering low-level features into mid-
level feature and correlated face colleges are demonstrated.

The remaining of the paper is organized as follows. Related works are introduced in
Sect. 2. The feature extraction method is described in Sect. 3. In Sect. 4, comprehensive
experiments are done and comparative results are given. Finally, some conclusions are
drawn in Sect. 5.
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2 Related Works

There are numerous works in current focusing on semantic learning in multimedia
area using describable visual attributes. The describable visual attributes are regarded
as labels that can be given to an image to describe its appearance and widely used
to solve classic problems in computer vision area. Kumar et al. have introduced the
usage of describable visual attributes, examples of face attributes include gender,
age, jaw shape, nose size, etc., for face verification and image search [5–7]. Lin et
al. tried to find the Latent Human Topic (LHT) in facial attributes comparing to
Kumar et al.’s work [8]. [9, 10] have shown how mid-level semantic attributes can
be used synergistically with low-level features for both identification and re-identi‐
fication. These visual attribute labels in these works were learned through manual
annotation, which meaning that all visual attributes are built on personal percep‐
tion. Cao et al. proposed an adaptive system that allows for ties when collecting
ranking data, in which each image is represented by a set of facial attributes [11].
[12, 13] focused on automatic facial attribute detection by different methods. Most
of these works above, focused on extracting mid-level which related to attire, biomet‐
rics, appendix, but not natural face attributes.

Face is a distinctive region, which has settled region structure, e.g. symmetric
regions, two brows located upon two eyes, one nose under middle of eyes. They give
people different impression from different angles and change with different facial
expressions, which can make a different impression comparing to their real facial
attributes. In our work, we use a new mid-level feature set which is clustered from
low-level features through unsupervised learning method to describe natural
attribute of a face. Many works have applied cluster analysis method into feature
classification using unsupervised learning. Sheikh et al. presented a new approach
that recognizes facial expressions automatically and also to show the effectual
outcome of their approach using K-Means Clustering [14].
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Fig. 1. Framework of the proposed method
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3 Proposed Method

In this section, we extract low-level features from different face regions and cluster them
into a vector of mid-level features to build a vector of facial features which is personality-
toward.

3.1 Low-level Features

In this paper, we focused our work on main regions of face area. We extracted eighteen
type features from main regions e.g. eye, brow, nose, mouth and relationship between
regions using methods like HOG, Local Binary Patterns (LBP), SIFT and geometric
descriptor [15]. Following Fig. 2 shows the workflow of low-level features extraction
and description.

step1:
Detecting face 
main regions 
using ASM

step3:
Descriptions of each 

face low-level features

step2:
Low-level features 

Geometrical 
Description

HOG

LBP

extraction methods

Fig. 2. Workflow of low-level features extraction and description

At first, we utilize Active Shape Model (ASM) [16] to detect main facial main regions
and obtained the contours of them. Then the face area was normalized into 128 × 128
pixels, and converted into gray image to avert influence of illumination intensity. At
last, a mixture of features descriptors consisting of HOG, LBP, SIFT and geometrical
descriptions were adopted to describe personality-toward features. From each person
image, we first extract eighteen kinds of face features which add up to 3412-dimensional
low-level features.

3.2 Mid-level Features

As mentioned in the Sect. 3.1, each face is represented as eighteen kinds of face
features which add up to 3412-dimensional low-level features. Conventionally, this
extremely high dimensional vector is directly fed to an SVM for classification.
However, the dimension of each attribute is quite different extracted by different
methods. As result, performing classification in such feature space is susceptible to
overfitting. Furthermore, each attribute may make important contribution to classi‐
fication. Hence, we use a vector that contains eighteen dimension face features
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representing a face, in which each dimension clustered from the corresponding low-
level features. As one of the most popular and simple clustering algorithms, K-means
algorithms [17] is used to cluster the corresponding low-level features, whose result
is different from its visual attribute and we call it Mid-level feature.

For each facial portrait, suppose there are  mid-level features, we denote sample
data as  = [ ], where , meaning the -th mind-level feature,

 represents the dimension of -th low-level feature. Then each low-level feature set 
clustered into a single feature vector  valuing  = {  }},  is the
number of features status (e.g. the number of eye status is 3 including open, close and
slightly open).

For each face, we use all the mid-level features  as training data
and associate a training label , where 0 means trustworthy and 1 means
untrustworthy. SVM is used to classify trustworthy personality using mid-level features
clustering. We select the RBF as kernel.

4 Experiments

In this section, we conduct comprehensive evaluations of our method. The dataset is
described first. Then, experiments are performed to evaluate the proposed approach. We
divide our experiments into three parts. First, we use K-fold (K = 5) cross-validation
method to draw statistically convincing conclusion and compare our method with state-
of-the-art method. Second, we analyze combinations of different number mid-level
features contributions to trustworthy impression. Finally, a collage of portraits and clus‐
tering results are provided to demonstrate the mid-level features qualitatively.

4.1 Dataset

We use a challenging dataset in work of Ref. [3], which contains 2010 portraits and be
labeled the ground-truth by about 250 volunteers. For each portrait, the volunteers were
asked to label a tag about trustworthiness or untrustworthiness on it at their first impres‐
sion. If the consistence of trustworthy by different raters achieved 70 %, the image was
tagged with ‘trustworthy’.

1404 images were randomly chosen as the training set and the other 606 images were
used as the testing set. The details of the training set and testing set are shown in Table 1.

Table 1. Sample number of training set and testing set

Group Training set Testing set Total

Trustworthy Untrustworthy Trustworthy Untrustworthy

Portraits number 522 882 273 333 2010
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4.2 Experiments and Discussions

Comparison with Other Methods. First we compare the classification accuracy of our
new method with Ref. [3]. In order to draw statistically convincing conclusions, it is
important to estimate the uncertainty of such estimates. In this experiment, we used K-
fold (K = 5) cross-validation method, which can make it possible to reproduce the results
and be unbiased to a specific data distribution.

Table 2 lists the classification results of our method and Ref. [3] using three evalu‐
ation metrics, i.e., precision, recall and F1- measure. We use the average accuracy of K-
fold cross-validation method as the result. From Table 2, we can find that our method
has significantly outperformed method in Ref. [3], which gains a great improvement of
54.28 % in recall with a small decrease of precision (6.14 %). Further, our method gains
an improvement of 26.24 % in F1-measure.

Table 2. Performance comparison in F1-measure

Methods Precision Recall F1-measure
Reference [3] method 71.10 % 37.00 % 48.70 %
Our method 64.96 % 91.28 % 74.94 %

The improvement benefits from our proposed feature set clustered from low-level
features since the feature set is mid-level that can alleviate the semantic gap compared
to low-level features. Moreover, feature set can alleviate the influence of the different
dimensions of each low-level feature. The semantic meanings of mid-level feature set
will be highlighted using qualitative experiment in Fig. 4.

To verify effectiveness of our mid-level features, we use Multinomial logistic regres‐
sion model to fit the data and likelihood ratio test to demonstrate the contribution of each
mid-level feature. Results are shown in following Fig. 3.
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Fig. 3. Likelihood ratio test of each mid-level feature
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Inferring from experience, we set a threshold as 0.05. If the likelihood of the mid-
level feature is lower than threshold, this mid-level feature is correlation with person‐
ality. From Fig. 3 we can see that the likelihood of mid-level features { , , , ,

 } are lower than 0.05, which means that these five mid-level feature are correlation
with trustworthy impression.

To further represent the correlation of mid-level features and trustworthy impression,
we exhibit the precision, recall and F1-measure of different number mid-level features
in Table 3.

Table 3. Precision, recall and F1-measure of different number mid-level feature combination.
The row of number means the combination of different number mid-level features determined by
the value of likelihood ratio test. For example, combination of three mid-level features is { ,

, }, which are the lowest three likelihood ratio test features. High performance is in bold.

Number 3 5 7 9 11 13 15 18
Precision 47.37 45.83 45.07 53.70 44.29 43.48 44.29 43.48
Recall 72.00 66.00 64.00 58.00 62.00 60.00 62.00 60.00
F1-measure 57.14 54.09 52.89 55.76 51.66 50.42 51.66 50.42

From Table 3, we can see that combination of three mid-level features perform best
in all combinations, which means that we can use only three mid-level features to judge
impression of a face is trustworthy or not. From the table we also can find that the
combination of nine mid-level features performs better than other combinations in
F1-measure and precision except for three mid-level features. It indicates that face
features are not independent, such as facial expression is determined by several face
AUs (Action Units).

Qualitative Demonstration of Mid-level Features. In this subsection, we demonstrate
the results of clustering low-level features into mid-level features and corresponding
face collages in Fig. 4. In this figure, we demonstrate four representative mid-level
features. From the figure, we can see that there is common sense of each mid-level
feature. Figure 4(a) is features related with eye, we can see that eyes in the first cluster
are bigger than second. The smaller include inborn and squinted eyes leaded by smile
or confused expressions. Figure 4(b) is features related with distance of eye and brow,
we can see that distance in the first cluster are more far than second. Far distance maybe
produced by exaggerated facial expressions. Figure 4(c) is features related with jaw
region, we can see that jaws in the first cluster are bigger than second. This face trait
could not change with facial expression or other facial movement. But they can form
different impression through different angles. Figure 4(d) is features related with mouth
station, we can see that mouths in the first cluster are tight close, second cluster are slight
open and third cluster are wide open. This face trait has nothing to inborn feature, but
just be changed by lips’ movement. We also can see that open mouths appear with facial
expression of laugh and surprise.
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Fig. 4. Demonstrations of four representative mid-level features and corresponding face collages.
(a) Represent eye region mid-level feature , (b) Represent region between eye and brow mid-
level feature , (c) Represent jaw region mid-level feature , (d) Represent mouth region mid-
level feature . (a)-3, (b)-3, (c)-3, (d)-4 show result of clustering low-level features into mid-
level feature.
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5 Conclusions

In this work, we proposed a new mid-level feature set which built from low-level features
using clustering method to find the relationship between facial appearance and person‐
ality impression. The mid-level feature set with mid-semantic meaning contains impor‐
tant discriminative information of each face region that can alleviate the semantic gap
between the low-level features and affective high-level features and make impression
analysis more effective. Experimental results demonstrate that our method can get
promising performance. Future work will still focus on this interesting and challenging
topic of personality analysis from portraits.
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